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«PaboTa ¢ mepcoHanoM».

1. O01mMe MoJ0KeHus

11

Ilo1HOEe HAaMMeHOBaHME CHUCTEMbI, 0003HAYEeHHE

[Tonmnoe HanmeHnoBanue cucreMsl: [Toacucrema «PaboTa ¢ mepcoHaAIOMY.

Kpatkoe naumenoBanue (0603HayeHue) cuctemsl: Crucrema.

1.2

HasBanue HAOKYMEHTA

Hacrosmuii JOKyMEHT BXOAUT B KOMIUIEKT SKCIUTyaTallHOHHOW JIOKYMEHTAllUU 110
[Toncucreme «Pabota ¢ mepcoHaroM» W TpeAHAa3HAYeH JUIs pa3BepThiBaHus [lomcucremsl

1.3
JlokyMeHT

JIOKYMEHTALWH.

«PyKOBOJICTBO

HasBanue HAOKYMEHTA

110

HHCTAJIALINN)

2. TpeOoBaHMsl K MOJUTOHY Pa3BEPTHIBAHUS

2.1

AnnapartHoe o0ecrieyeHne cepBepoB

AnmapaTtHoe oOecriedeHre cepBepoB onucano B Tabmuie 1.
Tabmuna 1 — TpeOoBaHus K annapaTHOMY 0OECIIEYEHHIO CEPBEPOB

BXOOUT B

KOMILJICKT

OTYETHOH

Ne | ®ynkuuoHaaLHOE IP-agpec | P cepnepa K;);I(;II:O One(;:::rnoﬁ q)ni)ldﬁtzec]\:( N
n/n Ha3HAYeHHe npotteccop A pee
Cepse
1 3;1522%:3;23 <WEB IP> HOS<'I\'/I\\/II,EAI?\/IE> 4 816 50 I'6
2 g;ﬁﬁziemﬁ _q | <APPLIP> Hogﬁl\ﬁﬁnb 4 816 100 I'6
3 S}Sﬁi(e)g(eﬂnﬁ _p | <APP2IP> Hogﬁ\ﬁ) Zi,,E> 8 86 100 '
4 ;(1:;5::5;6—&;; 1 <DB1 IP> HOS<TI,D\|BAlME> 4 816 500 I'6
> E;}l:;:gfayfzﬂ 2 <DB2 IP> Hos<T[|)\1|,3AZME> 4 816 500 I'6
6 E;}E’::Ef?iﬂ 3 <DB3 IP> Hosfr?qigME> 4 816 500TI6
7 Lonepesman —ysen 1| SYNCLIP> [ piosriunmes | 4 8r6 | 100To
8 |oneponmn - ysen 2| SN2 P> [posrinves| 4 816 | 10016
9 Lanepesm —ysen3 | SYNC3IP> | Liosrinmes | 4 8r6 | 100To
10 ccpfgzggﬂmaunn <SYNC4 IP> HO<SSTYNI\,|0\CI\2E> 4 8106 100’0
1 ﬁgﬁi?())pﬂm“a <MON IP> HOS<'IIYII\IC,)AI\II\/IE> 4 816 50T
12 || epmccomit | 1> |HosTNAMES| 4T6 | 1024TG
t gseeI?IBTp - <STOIFF§>A oE HO<S§I'TN(?DI\QI\}IE> 4 816 5006
14 S:;ng XpaHEHUs — <STO”I§;AG E2 Ho<s§rT|\|OAI\?|5|E> 4 86 500 16
o Sge;ng - <STOIFF§>A o HO<S§I'TN?DI\QI3IE> 4 816 50016
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2.2  TpeOoBaHusi K pado4yuM CTAHIUIM

TpebGoBanust K pabOYMM CTAHITUSAM IOJIH30BATENICH OMKMCAHBI B TAOIHIIE 2.

Tabnuia 2 — TpeOoBaHus K paOOYNUM CTAHIIMSIM TTOJIb30BaTEINCH

IIponyckHas Pazmep n
KoJ-Bo 0Oo0neM 0Oo0neMm pory p
Ne | DyHKIMOHATBHOE . .. | CIIOCOOHOCTH | pa3pelialuias
siep olnepaTuBHOI | pu3nUecKoit
n/n Ha3HAYEeHHe CeTeBoro CIIOCOOHOCTE
npoieccopa MaMATH naMAaTH .
uHTeppeiica MOHHTOPA
Pabouas cranmus He menee
1 4TB 2010 100 Mout 1280x1024
IIOJIL30BATEISA o
IMHUKCENEN

2.3  IIporpamMmHoe o0ecnevyeHne cepBepoB U PadoYnX CTAHIMIA

TpebOoBaHus K TPOrpaMMHOMY OOECIICUYCHHIO CEPBEPOB U PAOOYKX CTAHIIUN OMUCAHBI B
tabmuie 3.
Ta6mmma 3 — TpeboBaHUs K MPOrPaMMHOMY 00ECIICUEHUIO CEPBEPOB U PAOOUYMX CTAHIIHIA

Ne
n/n

DYHKIHOHATbHOE
Ha3HAYeHHue

CucremHoe
NPOrpaMMHOe
o0ecmeyeHue

Ipuxiaagnoe
NMPorpaMmMHoe
odecrneyenmne

JlonoJIHATEILHOE
NMPOrpaMMHOE
odecmeuyeHue

Cepsep untepdeiicoB
yIIpaBICHUS

Linux (Ubuntu
20.04 x64)

IToncucrema
«Pabora ¢
MIEPCOHATIOM))

Docker CE
Docker-compose
Nginx

Cadvisor
Nodeexporter

Cepsep
TIPHIOKEHUH — 1

Linux (Ubuntu
20.04 x64)

IToncucrema
«Pabora ¢
MIEPCOHATIOM))

Docker CE
Docker-compose
Cadvisor
Nodeexporter
Promtail

Cepsep
NPUIOKEHUH — 2

Linux (Ubuntu
20.04 x64)

IToncucrema
«Pabora ¢
TIEPCOHATIOM)»

Docker CE
Docker-compose
Cadvisor
Nodeexporter
Promtail

Cepaep 0a3bl JaHHBIX —
y3en 1

Linux (Ubuntu
20.04 x64)

PostgreSQL
etcd

Patroni
Keepalived
HAProxy
Cadvisor
Nodeexporter

Cepaep 0a3bl JaHHBIX—
y3en 2

Linux (Ubuntu
20.04 x64)

PostgreSQL
etcd

Patroni
Keepalived
HAProxy
Cadvisor
Nodeexporter

CepBep 0a3bl TaHHBIX—
y3en 3

Linux (Ubuntu
20.04 x64)

PostgreSQL
etcd

Patroni
Keepalived
HAProxy

PyKkoBO/ICTBO 110 MHCTAIISALIUA

Howmep crpanuusr: 5

Bepcus 1.0




CucremHoe I[pukaagHoe JonoaHurtenbHoe
Ne DYHKIHOHATbHOE
NporpaMMHoe MporpaMMHoOe NporpaMMHoe
n/n HA3HAYCHHUE
o0ecrneyeHune odecrneueHmne o0ecrneueHue
— Cadvisor
— Nodeexporter
— RabbitMQ
7 CepBep ynpasieHus Linux (Ubuntu i — Redis
oyepensimMu — y3en 1 20.04 x64) — Cadvisor
— Nodeexporter
— RabbitMQ
8 CepBep ynpanieHus Linux (Ubuntu i — Redis
o4epes MU — y3el 2 20.04 x64) — Cadvisor
— Nodeexporter
— RabbitMQ
9 CepBep ynpasieHus Linux (Ubuntu i — Redis
o4epes MU — y3el 3 20.04 x64) — Cadvisor
— Nodeexporter
— Docker CE
N — Docker-compose
Cepsep Linux (Ubuntu oscueTeMa — GlusterFS client
10 «Pabora ¢ .
CHHXPOHH3AI[HH 20.04 x64) — Cadvisor
TIEPCOHATIOM
— Nodeexporter
— Promtail
— Grafana
— Prometheus
11 | Ceppen MommTODMITA Linux (Ubuntu i — Alertmanager
pBep P 20.04 x64) — Loki
— Cadvisor
— Nodeexporter
12 CepBep XpaHeHHUS Linux (Ubuntu i — Cadvisor
PE3epPBHBIX KOTHI 20.04 x64) — Nodeexporter
CepBep xpaHeHHS — Linux (Ubuntu B GIUSt.erFS Server
13 - — Cadvisor
y3en 1 20.04 x64)
— Nodeexporter
CepBep XpaHeHUS — Linux (Ubuntu B GIUSt.erFS Server
14 - — Cadvisor
y3en 2 20.04 x64)
— Nodeexporter
CepBep XpaHeHUS — Linux (Ubuntu B GIUSt.erFS Server
15 - — Cadvisor
y3en 3 20.04 x64)
— Nodeexporter
. AKTyanbHbIe BepcUHU
16 Pabouas cranius W1ndows_71/1 He tpebGyercs Google Chrome (56 u
I10JIb30BAaTECJIA BbIIICY, Linux
BBIIIIE)
3. ITopsinok ycTaHOBKH

J171s1 BBITIOJTHEHUS IEUCTBUH YCTAHOBKHM YYETHAS 3alKCh TOJIb30BATEIS TOJDKHA 00J1a/1aTh
npaBaMH aIMUHUCTPATOpa Ha cepBepax pa3BepThiBaHUs CucTteMbl. Bce komMaHabl HEOOXOIMMO
BBINIOJIHATh B KOMAaHJAHON CTPOKE TEPMHUHAIA. Y CTAHOBKA MPEIIOIaraeT, 4ro CepBepa MMEIT
noctyn B HTEpHET.

3.1  Conep:xuMoe yCTAaHOBOYHOIO THCKA

Coliep»XKMMO€ YCTaHOBOYHOTO JIUCKA:

Howmep crpanuus: 6
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— manka config — kouduryparronHsie Gaiiiapl KOMIOHEHTOB CHUCTEMBI;

— manka diSt — qUCTPUOYTHBEI MHKPOCEPBHCOB M MOJIB30BaTEIBCKOrO HHTEpdeiica
Cucremsr;

— mnanka deploy — BciomoraTenbHbIe CKPUNITHI Uil YCTaHOBKH CHCTEMBI.

3.2  YcraHOBKa U HACTPoOiiKka cepBepa 6a3 JaHHBIX

B JaHHOM pas3Jcii€ OIMMCaHbl YCIIOBUA U ﬂeﬁCTBHﬂ, HCO6XO,I[I/IMBI€ JJIA YCTAHOBKH Bbasmr
JAaHHBIX.

YcranoBka mnpenamnosiaraer, yro Ha (cm. Tabmuma 1) erre He yCTaHOBJIEHO HHMKAKOE
JIOTIOJTHUTENIbHOE TporpaMMHoe obecrieuenne. Ecimu PostgreSQL yxe ycTaHOBiIEHO, TO MOXKHO
cpa3y mnepedtu Kk 1m.10 manHoro pasmena. YcranoBky PostgreSQL (m. 1 — m.9) HeoOxomumo
IIPOBECTHU Ha KaXXJ1I0M U3 y3710B «CepBep 0a3bl JAHHBIX).

1. MoGaBbTe penozutopuii PostgreSQL:

sudo sh -c 'echo "deb http://apt.postgresql.org/pub/repos/apt $(Isb_release -cs)-pgdg
main™ > /etc/apt/sources.list.d/pgdg.list’

2. Jlo6aBbTe KIJIIOY 7151 pETIO3UTOPHSL:

wget --quiet -O - https://www.postgresgl.org/media/keys/ACCC4CF8.asc | sudo gpg --
dearmor -o /etc/apt/trusted.gpg.d/pgdg.gpg

3. OOHOBHUTE UHIEKC AKETOB:

sudo apt -y update

4. VYcranosute PostgreSQL.:

sudo apt -y install postgresqgl-13

5. Bxurounte mpociymmBanue 3anpocoB K PostgreSQL Ha Bcex ceTeBbIX uHTEpdeiicax u
paspemmre  JOCTYN  TIOJB30BaTeNr0  POstgres, uisi  3TOro  OTpemakTupyurte  aimn
letc/postgresql/13/main/pg_hba.conf no6aBuB crieayromnue 3amucu:

local all postgres trust

host all all 0.0.0.0/0 md5

6. Otpenaktupyiite daiin /etc/postgresgl/13/main/conf.d/postgresql.conf ontumusuposan
HacTpoiiku PostgreSQL mox mapameTpsl BUPTyalibHON MamiuHbl. {7151 BUPTyaabHOM MAaIlIUHBI C
napaMerpamu U3 Tadnuibl 1 HaCTPOMKHU ClieayroIue:

listen_addresses = "*'

password_encryption = md5

max_connections = 500

shared_buffers = 1989MB

effective_cache_size = 5968MB

maintenance_work_mem = 398MB

checkpoint_completion_target = 0.9

wal_buffers = 62MB

default_statistics_target = 500

random_page cost = 2

effective_io_concurrency = 100

work_mem = 20MB

min_wal_size = 1989MB

max_wal_size = 7957MB

max_worker_processes = 4

max_parallel_workers_per_gather =2

max_parallel_workers = 4

max_parallel_maintenance_workers = 2

log_line_prefix = '%m [%p] %gq%u@%d ' # special values:

log_timezone = 'Europe/Moscow’

datestyle = 'iso, mdy'

Howmep crpanuusr: 7
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timezone = "Europe/Moscow’

7. AxTuBHpYyiTe U iepe3anyctute cepuc PostgreSQL u nmpoBephTe €ro craTyc:

sudo systemctl enable postgresql

sudo systemctl restart postgresql

sudo systemctl status postgresql

8. Co3pnaliTe mosib3oBaTeNieid U 0as3pl JaHHBIX NMpHIIokKeHUs . Onucanue U KoHUTypamus
HIDKe rpenoiaraet, yto b1 Oyaer co3mansl ¢ umenamu administration, quiz, sync, a Taxxe 0yayT
CO3aHbI IIOJB30BATCIIU C TAKMMHU K€ UMCHAMU AJId JOCTYyIla K 3TUM BZ[ B mponuecce Co3aaHusd
MOJIb30BaTeNIeH HEOOXOIMMO YKa3aTh MapoJu MOJIb30BaTeNIel U 0053aTeIbHO 3aIIOMHUTH HX.

sudo -i -u postgres

createuser --login --pwprompt administration

createdb --encoding UTF8 --owner administration administration

createuser --login --pwprompt quiz

createdb --encoding UTF8 --owner quiz quiz

createuser --login --pwprompt sync

createdb --encoding UTF8 --owner sync sync

exit

9. CozpnaiiTe nonp3oBaTenell 6a3 NaHHBIX AJIs YIIPABICHHS KIACTEPOM U PeTlIHKAIUCH:

sudo -i -u postgres

createuser --login --createrole --createdb --pwrompt admin

createuser --login --replication --pwprompt replicator

exit

10.  IIpoBepbTe BO3MOKHOCTH TOIKITIOUEHHSI K CO3JaHHBIM 0a3am maHHbIX. [locie
BBOJIa KOMaH/bI HYKHO 6YILGT BBCCTHU I1apOJIb I10JIB30BATCIIA C03,I[aHHOI71 0askbl JaHHBIX. Bwmecto
<DB1 IP>, <DB2_IP>, <DB3_IP> yka3are IP ampec coorBerctByromero «Cepsepa 0a3bl
naHubix» (cM. Tabmuma 1). OTBeToM Ha KOMaHAy IOJ/DKHA OBITH CTPOKA C HOMEPOM BEPCHUHU
PostgreSQL.

psgl -h <DB1 IP> -U administration -W -c 'SHOW SERVER_VERSION;' —qt

psql -h <DB1 IP> -U quiz -W -¢ 'SHOW SERVER_VERSION;' -qt

psgl -h <DBL1 IP> -U sync -W -c 'SHOW SERVER_VERSION;' —qt

psql -h <DB2 IP> -U administration -W -c 'SHOW SERVER_VERSION;' —qt

psgl -h <DB2 IP> -U quiz -W -¢ 'SHOW SERVER_VERSION;" -gt

psql -h <DB2 IP> -U sync -W -¢ 'SHOW SERVER_VERSION;' —qt

psgl -h <DB3 IP> -U administration -W -c 'SHOW SERVER_VERSION;' —qt

psql -h <DB3 IP> -U quiz -W -¢ 'SHOW SERVER_VERSION;' -qt

psgl -h <DB3 IP> -U sync -W -c 'SHOW SERVER_VERSION;' —qt

11. st obecnieyeHUs: OTKA30yCTOMUYMBOCTU y3ibl  «CepBepoB 0a3bl JaHHBIX)»
(cm. Tabmuma 1) momkHBI OBITH 0OBEIMHEHBI B KiacTep moj ympasicHuem Patroni. Ha ysmax
JOJIPKHBI OBITH BBICTABJIEHBI OIMHAKOBLIC BPCEMCHHBIC 30HBI, OIMMPEACIICHBI MMCHA W 110 O3THM
UMEHaM OHU JIOJDKHBI ObITh APYT IPYTY TOCTYITHBI

12. Haxkaxmaom u3 y310B «CepBepoB 0a3bl taHHBIX» (cM. Tabauna 1) ycraHoBuTh etcd:

sudo apt -y install etcd

sudo systemctl stop etcd

sudo systemctl disable etcd

sudo rm -rf /var/lib/etcd/default

13.  Ha «CepBepe 06a3b1 qanubIx» — y3en 1 (cMm. Tabnuna 1) npoBectu HacTpoiiky etcd:

sudo mv /etc/default/etcd /etc/default/etcd-orig

sudo nano /etc/default/etcd

J106aBuUTH ClieqyONy0 KOHGUTYPALIHIO!

ETCD_NAME=<DB1 HOSTNAME>

ETCD_DATA DIR="/var/lib/etcd/<DB1 HOSTNAME>"

Howmep crpanuus: 8
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ETCD_LISTEN_PEER_URLS="http:// <DB1 IP>:2380"

ETCD_LISTEN_CLIENT_URLS="http://0.0.0.0:2379"

ETCD_INITIAL_ADVERTISE_PEER_URLS="http:// <DB1 IP>:2380"

ETCD_INITIAL_CLUSTER="<DB1 HOSTNAME>=http://<DB1 1P>:2380, <DB2
HOSTNAME>=http://<DB2 1P>:2380,<DB3 HOSTNAME>=http://<DB3 IP>:2380"

ETCD_INITIAL_CLUSTER_STATE="new"

ETCD_INITIAL_CLUSTER_TOKEN="etcd-cluster"

ETCD_ADVERTISE_CLIENT_URLS="http://0.0.0.0:2379"

ETCD_ENABLE_V2="true"

14.  Ha «Cepsepe 6a3bl qaHHbIX» — y3ei1 2 (cm. Tabmwuia 1) npoBectu HacTpoiiky etcd:

sudo mv /etc/default/etcd /etc/default/etcd-orig

sudo nano /etc/default/etcd

Jl06aBUTH CIIEAYIONIYI0 KOH(PHUTYPALIHIO:

ETCD_NAME=<DB2 HOSTNAME>

ETCD_DATA_DIR="/var/lib/etcd/<DB2 HOSTNAME>"

ETCD_LISTEN_PEER_URLS="http://<DB2 IP>:2380"

ETCD_LISTEN_CLIENT_URLS="http://0.0.0.0:2379"

ETCD_INITIAL_ADVERTISE_PEER_URLS="http://<DB2 IP>:2380"

ETCD_INITIAL_CLUSTER="<DB1 HOSTNAME>=http://<DB1  1P>:2380,<DB2
HOSTNAME>=http://<DB2 1P>:2380,<DB3 HOSTNAME>=http://<DB3 IP>:2380"

ETCD_INITIAL_CLUSTER_STATE="new"

ETCD_INITIAL_CLUSTER_TOKEN="etcd-cluster"

ETCD_ADVERTISE_CLIENT_URLS="http://0.0.0.0:2379"

ETCD_ENABLE_V2="true"

15.  Ha «Cepsepe 6a3bl qanubix» — y3ei 3 (cm. Tabmawuia 1) npoBectu HacTpoiiky etcd:

sudo mv /etc/default/etcd /etc/default/etcd-orig

sudo nano /etc/default/etcd

J106aBuUTH ClieqyONyI0 KOHPUTYPALIHIO:

ETCD_NAME=<DB3 HOSTNAME>

ETCD_DATA_DIR="/var/lib/etcd/<DB3 HOSTNAME>"

ETCD_LISTEN_PEER_URLS="http://<DB3 IP>:2380"

ETCD_LISTEN_CLIENT_URLS="http://0.0.0.0:2379"

ETCD_INITIAL_ADVERTISE_PEER_URLS="http://<DB3 IP>:2380"

ETCD_INITIAL_CLUSTER="<DB1 HOSTNAME>=http://<DB1  1P>:2380,<DB2
HOSTNAME>=http://<DB2 1P>:2380,<DB3 HOSTNAME>=http://<DB3 IP>:2380"

ETCD_INITIAL_CLUSTER_STATE="new"

ETCD_INITIAL_CLUSTER_TOKEN="etcd-cluster"

ETCD_ADVERTISE_CLIENT_URLS="http://0.0.0.0:2379"

ETCD_ENABLE_V2="true"

16. Ha kaxmom u3 y3moB «CepBepoB 0a3wl maHHbIX» (cM. Tabnuma 1) mpoBectn
HACTPOWKY IEPEMEHHBIX OKPY)KECHUSI:

cd ~

nano .profile

Jl06aBUTH CIIEAYIOIIYI0 KOH(PUTYpaLIUIO:

export PGDATA="/var/lib/postgresqgl/13/data™

export ETCDCTL_API="3"

export PATRONI_ETCD_URL="http://127.0.0.1:2379"

export PATRONI_SCOPE="pg_cluster"

ENDPOINTS=<DB1 IP>:2379,<DB2 IP>:2379,<DB3 IP>:2379

17. Ha xaxnaom u3 y3moB «CepBepoB 0a3bl gJaHHBIX» (cM. Tabnuna 1) o1HOBpeMEHHO
3anycTuTh etcd s 3amycka Kiacrtepa:

Howmep crpanuus: 9
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sudo systemctl start etcd && sudo systemctl enable etcd

CraTyc MpOBEPHUTH IIPH IOMOIIM KOMAH/Ibl — COCTOSTHUE JOKHO OBITH active (running)

sudo systemctl status etcd

18. C moboro u3 y3moB «CepBepoB 6a3bl gaHHbIX» (cM. Tabawma 1) mpoBepuThH
cocrosinue etcd kiacrepa:

source ~/.profile

etcdctl endpoint status --write-out=table --endpoints=$ENDPOINTS

BbIBOJI TOMKEH OBITH 1MOI00€H 3TOMY:

S — R — + + S — N —— R —— +

| ENDPOINT | ID  |VERSION | DB SIZE | IS LEADER | RAFT TERM | RAFT
INDEX |

R — S + + S —— R — S — +

| <DB1 IP>:2379 | 9f2153c5a394bd0f | 3.2.26| 25kB| false| 1306| 52709717 |
| <DB2 IP>:2379 | €86a34033259¢511 | 3.2.26| 25kB| true| 1306| 52709717 |
| <DB3 IP>:2379 | ffa44b073b20a4dcd | 3.2.26 | 25kB| false| 1306| 52709717 |
S R + + N S R +

19. Ha xaxmom u3 y3nmoB «CepBepoB 0a3bl nqaHHbBIX» (cM. Tabmuma 1) mpoBectH
ycTaHOBKY Patroni:

sudo apt -y install python3 python3-pip python3-dev libpg-dev patroni

sudo pip3 install --upgrade launchpadlib setuptools

sudo systemctl stop patroni

sudo systemctl disable patroni

20. Ha «Cepsepe 6a3bl manHbix» — y3en 1 (cm. Tabnmma 1) mpoBecTH HacTpOWKY
patroni:

sudo nano /etc/patroni/config.ymi

J106aBuTH ClieqyIONy0 KOHGUTYPALIUIO:

scope: pg_cluster

namespace: /service/

name: <DB1 HOSTNAME>

restapi:
listen: <DB1 IP>:8008
connect_address: <DB1 IP>:8008

eted:
hosts: <DB1 IP>:2379,<DB2 IP>:2379,<DB3 IP>:2379

bootstrap:
dcs:
ttl: 30
loop_wait: 10
retry_timeout: 10
maximum_lag_on_failover: 1048576
postgresql:
use_pg_rewind: true
use_slots: true
parameters:

initdb:

- encoding: UTF8
- data-checksums
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pg_hba:

- host replication replicator 127.0.0.1/32 md5

- host replication replicator <DB1 IP>/32 md5
- host replication replicator <DB2 IP>/32 md5
- host replication replicator <DB3 IP>/32 md5
- host all all 0.0.0.0/0 md5

users:
admin:
password: <ADMINISTRATOR PASSWORD>
options:
- createrole
- createdb

postgresql:
listen: <DB1 IP>:5432
connect_address: <DB1 IP>:5432
data_dir: /var/lib/postgresqgl/13/main
bin_dir: /usr/lib/postgresql/13/bin
pgpass: /tmp/pgpass
authentication:
replication:
username: replicator
password: <REPLICATOR PASSWORD>
superuser:
username: postgres
password: <POSTGRES PASSWORD>

tags:
nofailover: false
noloadbalance: false
clonefrom: false
nosync: false
3HaueHus naponeﬁ JOJIKHBI OBITH 3aaaHbl JJIs1 CBOCTO OKPYKCHHUA
21.  Ha «Cepsepe 0a3bl gaHHbIX» — y3en 2 (cMm. Tabmuma 1) mpoBecTH HACTPOHKY
patroni:
sudo nano /etc/patroni/config.yml
J106aBuUTH ClleayIONyI0 KOHPUTYPALIHIO!
scope: pg_cluster
namespace: /service/
name: <DB2 HOSTNAME>

restapi:
listen: <DB2 IP>:8008
connect_address: <DB2 1P>:8008

eted:
hosts: <DB1 IP>:2379,<DB2 IP>:2379,<DB3 IP>:2379

bootstrap:
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dcs:
ttl: 30
loop_wait: 10
retry_timeout: 10
maximum_lag_on_failover: 1048576
postgresql:
use_pg_rewind: true
use_slots: true
parameters:

initdb:
- encoding: UTF8
- data-checksums

pg_hba:

- host replication replicator 127.0.0.1/32 md5

- host replication replicator <DB1 IP>/32 md5
- host replication replicator <DB2 IP>/32 md5
- host replication replicator <DB3 IP>/32 md5
- host all all 0.0.0.0/0 md5

users:
admin:
password: <ADMINISTRATOR PASSWORD>
options:
- createrole
- createdb

postgresql:
listen: <DB2 IP>:5432
connect_address: <DB2 IP>:5432
data_dir: /var/lib/postgresql/13/main
bin_dir: /usr/lib/postgresql/13/bin
pgpass: /tmp/pgpass
authentication:
replication:
username: replicator
password: <REPLICATOR PASSWORD>
superuser:
username: postgres
password: <POSTGRES PASSWORD>

tags:
nofailover: false
noloadbalance: false
clonefrom: false
nosync: false
3HaueHUs naponel‘/'l JOJIDKHBI OBITh 3aaHbl JJIs1 CBOCTO OKPYKCHUA
22.  Ha «Cepsepe 6a3bl manHbIx» — y3en 3 (cm. Tabnmma 1) mpoBecTH HACTPOWKY
patroni:
sudo nano /etc/patroni/config.yml
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J106aBUTH ClIeAYIONIYI0 KOHPUTYPALIHIO:
scope: pg_cluster

namespace: /service/

name: <DB3 HOSTNAME>

restapi:
listen: <DB3 1P>:8008
connect_address: <DB3 IP>:8008

eted:

hosts: <DB1 IP>:2379,<DB2 IP>:2379,<DB3 IP>:2379

bootstrap:
dcs:
ttl: 30
loop_wait: 10
retry timeout: 10
maximum_lag_on_failover: 1048576
postgresql:
use_pg_rewind: true
use_slots: true
parameters:

initdb:
- encoding: UTF8
- data-checksums

pg_hba:

- host replication replicator 127.0.0.1/32 md5

- host replication replicator <DB1 IP>/32 md5
- host replication replicator <DB2 IP>/32 md5
- host replication replicator <DB3 IP>/32 md5
- host all all 0.0.0.0/0 md5

users:
admin:
password: <ADMINISTRATOR PASSWORD>
options:
- createrole
- createdb

postgresql:
listen: <DB3 IP>:5432
connect_address: <DB3 IP>:5432
data_dir: /var/lib/postgresql/13/main
bin_dir: /usr/lib/postgresql/13/bin
pgpass: /tmp/pgpass
authentication:
replication:
username: replicator
password: <REPLICATOR PASSWORD>
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superuser:
username: postgres
password: <POSTGRES PASSWORD>

tags:
nofailover: false
noloadbalance: false
clonefrom: false
nosync: false
3HaueHus naposiel JOHKHBI ObITh 33/1aHbI ATl CBOETO OKPYKEHHS
23.  Ha xaxmom u3 y3i10B «CepBepoB 0a3bl maHHbIX» (cM. Tabmuna 1) 3amycTuTh
patroni uis 3amycka Kiacrepa:
sudo systemctl start patroni && sudo systemctl enable patroni
24.  Cratyc KJlacTepa MOKHO MPOBEPUTH ITPHU MOMOIIY KOMAH/IbI
sudo systemctl status patroni
CocrostHnre JTO/KHO OBITH active (running), oAMH W3 y3JI0B JOJUKeH ObITh leader,
ocTalbHbIe Secondary
25.  Ha kaxmom u3 y3i0B «CepBepoB 0a3bl gaHHbIX» (cM. Tabnwuia 1) ycTaHOBHTH
keepalived:
sudo apt -y install keepalived
sudo systemctl stop keepalived
sudo systemctl disable keepalived
26. Ha xaxmom u3 y3noB «CepBepoB 0a3bl nanHbix» (cMm. Tabmuma 1) mpoBectn
HacTpoiiky s keepalived.
sudo nano /etc/sysctl.conf
J106aBuTH ClieqyIonyr0 KOHPUTYPALIUIO:
net.ipv4.ip_nonlocal_bind = 1
net.ipv4.ip_forward =1
[TpumMeHNTHh KOHUTYpAIHIO:
sudo sysctl --system
sudo sysctl —p
27.  Ha «Cepsepe 0a3bl gaHHbIX» — y3en 1 (cm. Tabmuma 1) mpoBecTH HACTPOHKY
keepalived. BeiOpannsiit Buptyanshsiii IP angpec <CLUSTER VIP>.
sudo nano /etc/keepalived/keepalived.conf
J106aBuUTH ClleqyIONyI0 KOHPUTYPALIHIO!
vrrp_script chk_haproxy {
script "pkill -0 haproxy"
interval 5
weight -4
fall 2
rise 1

}

vrrp_script chk_Ib {
script "pkill -0 keepalived"
interval 1
weight 6
fall 2
rise 1
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vrrp_script chk_servers {
script "echo 'GET /are-you-ok' | nc 127.0.0.1 7000 | grep -g ‘200 OK™
interval 2
weight 2
fall 2
rise 2

}

vrrp_instance vrrp_1 {
interface ens160
state MASTER
virtual_router_id 51
priority 101
advert_int 6
virtual_ipaddress {

<CLUSTER_VIP>

track_interface {
ens160 weight -2
}

track_script {
chk_haproxy
chk_Ib

}

28.  Ha «Cepsepe 6a3bl manHbIX» — y3en 2 (cm. Tabnuua 1) mpoBecTH HACTPOWKY
keepalived. BeiOpannsiit Buptyanshsiii IP anpec <CLUSTER_VIP>.
sudo nano /etc/keepalived/keepalived.conf
J100aBUTH ClieyIONTyI0 KOH(DUTYypalHIo:
vrrp_script chk_haproxy {
script "pkill -0 haproxy"
interval 5
weight -4
fall 2
rise 1

}

vrrp_script chk_Ib {
script "pkill -0 keepalived"
interval 1
weight 6
fall 2
rise 1

}

vrrp_script chk_servers {
script "echo 'GET /are-you-ok' | nc 127.0.0.1 7000 | grep -g ‘200 OK™
interval 2
weight 2
fall 2
rise 2
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}

vrrp_instance vrrp_1 {
interface ens160
state BACKUP
virtual_router_id 51
priority 100
advert_int 6
virtual_ipaddress {

<CLUSTER_VIP>

track_interface {
ens160 weight -2
}

track_script {
chk_haproxy
chk_Ib

}

29. Ha «Cepsepe 6a3bl manHbIX» — y3en 3 (cm. Tabnuua 1) mpoBecTH HACTPOWKY
keepalived. BeiOpannsiit Buptyanshsiii IP anpec <CLUSTER_VIP>.
sudo nano /etc/keepalived/keepalived.conf
J100aBUTH ClieyIONTyI0 KOH(DUTYypalHIo:
vrrp_script chk_haproxy {
script "pkill -0 haproxy"
interval 5
weight -4
fall 2
rise 1

}

vrrp_script chk_Ib {
script "pkill -0 keepalived"
interval 1
weight 6
fall 2
rise 1

}

vrrp_script chk_servers {
script "echo 'GET /are-you-ok' | nc 127.0.0.1 7000 | grep -q ‘200 OK™
interval 2
weight 2
fall 2
rise 2

}

vrrp_instance vrrp_1 {
interface ens160
state BACKUP
virtual_router id 51
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priority 99

advert_int 6

virtual_ipaddress {
<CLUSTER_VIP>

track_interface {
ens160 weight -2
}

track_script {
chk_haproxy

chk_Ib
}
}
30. Ha xaxmom u3 y3ia0B «CepBepoB 0a3bl maHHbIX» (cM. Tabmuna 1) 3amyctuth
keepalived:

sudo systemctl start keepalived && sudo systemctl enable keepalived

Ha y3ne, kotopsiii sBisiercst leader kiacrepa patroni mpoBepuTh, 4TO BUPTYasbHbIH |P
aJZipec HaCTPOCH Ha CETeBOM HHTepdeiice — mpu 3amycke KOMaHIbl HIDKE JOJDKHBI YBUJETDH
nononHUTENbHBIN IP anpec, B Hamewm ciryqae <CLUSTER_VIP>.

ip addr show ens160
31.  Ha kaxmom u3 y3i0B «CepBepoB 0a3bl jaHHbIX» (cM. Tabnuua 1) ycTaHOBHTH
HAProxy:

sudo apt -y install haproxy
sudo systemctl stop haproxy
sudo systemctl disable haproxy
32. Ha «Cepsepe 6a3bl manHbix» — y3en 1 (cm. Tabnuua 1) mpoBecTH HACTPOWKY
HAProxy.
sudo mv /etc/haproxy/haproxy.cfg /etc/haproxy/haproxy.cfg.orig
sudo nano /etc/haproxy/haproxy.cfg
J106aBuTH Clieqyonyr0 KOHPUTYPALIUIO:
global
log 127.0.0.1 local2
log /dev/log localO
log /dev/log locall notice
chroot /var/lib/haproxy
stats socket /run/haproxy/admin.sock mode 660 level admin expose-fd listeners
stats timeout 30s
user haproxy
group haproxy
maxconn 4000

daemon

defaults
mode tcp
log global
option tcplog
retries 3
timeout queue 3m
timeout connect 10s
timeout client 3m
timeout server 3m
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timeout check 10s
maxconn 3000

listen stats
mode http
bind *:7000
stats enable
stats uri /

listen primary
bind <CLUSTER_VIP>:5000
option httpchk OPTIONS /master
http-check expect status 200
default-server inter 3s fall 3 rise 2 on-marked-down shutdown-sessions
server <DB1 HOSTNAME> <DB1 IP>:5432 maxconn 100 check port 8008
server <DB2 HOSTNAME> <DB2 IP>:5432 maxconn 100 check port 8008
server <DB3 HOSTNAME> <DB3 IP>:5432 maxconn 100 check port 8008

listen standby
bind <CLUSTER_VIP>:5001
balance roundrobin
option httpchk OPTIONS /replica
http-check expect status 200
default-server inter 3s fall 3 rise 2 on-marked-down shutdown-sessions
server <DB1 HOSTNAME> <DB1 IP>:5432 maxconn 100 check port 8008
server <DB2 HOSTNAME> <DB2 IP>:5432 maxconn 100 check port 8008
server <DB3 HOSTNAME> <DB3 IP>:5432 maxconn 100 check port 8008
33.  Ha «Cepsepe 6a3nl maHHbIX» — y3en 2 (cm. Tabnuua 1) mpoBecTH HACTPOWKY
HAProxy.
sudo mv /etc/haproxy/haproxy.cfg /etc/haproxy/haproxy.cfg.orig
sudo nano /etc/haproxy/haproxy.cfg
Jl06aBUTH CIIEAYIOIIYI0 KOH(PUTYpaLHIO:
global
log 127.0.0.1 local2
log /dev/log localO
log /dev/log locall notice
chroot /var/lib/haproxy
stats socket /run/haproxy/admin.sock mode 660 level admin expose-fd listeners
stats timeout 30s
user haproxy
group haproxy
maxconn 4000
daemon

defaults
mode tep
log global
option tcplog
retries 3
timeout queue 3m
timeout connect 10s
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timeout client 3m
timeout server 3m
timeout check 10s
maxconn 3000

listen stats
mode http
bind *:7000
stats enable
stats uri /

listen primary
bind <CLUSTER_VIP>:5000
option httpchk OPTIONS /master
http-check expect status 200
default-server inter 3s fall 3 rise 2 on-marked-down shutdown-sessions
server <DB1 HOSTNAME> <DB1 IP>:5432 maxconn 100 check port 8008
server <DB2 HOSTNAME> <DB2 IP>:5432 maxconn 100 check port 8008
server <DB3 HOSTNAME> <DB3 IP>:5432 maxconn 100 check port 8008

listen standby
bind <CLUSTER_VIP>:5001
balance roundrobin
option httpchk OPTIONS /replica
http-check expect status 200
default-server inter 3s fall 3 rise 2 on-marked-down shutdown-sessions
server <DB1 HOSTNAME> <DB1 IP>:5432 maxconn 100 check port 8008
server <DB2 HOSTNAME> <DB2 IP>:5432 maxconn 100 check port 8008
server <DB3 HOSTNAME> <DB3 IP>:5432 maxconn 100 check port 8008
34. Ha «Cepsepe 6a3bl manHbiX» — y3en 3 (cm. Tabnuia 1) mpoBecTH HACTPOWKY
HAProxy.
sudo mv /etc/haproxy/haproxy.cfg /etc/haproxy/haproxy.cfg.orig
sudo nano /etc/haproxy/haproxy.cfg
Jl06aBUTH CIIEAYIONIYIO0 KOHPUTYpaLHIO:
global
log 127.0.0.1 local2
log /dev/log localO
log /dev/log locall notice
chroot /var/lib/haproxy
stats socket /run/haproxy/admin.sock mode 660 level admin expose-fd listeners
stats timeout 30s
user haproxy
group haproxy
maxconn 4000

daemon

defaults
mode tep
log global
option tcplog
retries 3
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timeout queue 3m

timeout connect 10s

timeout client 3m

timeout server 3m

timeout check 10s

maxconn 3000
listen stats

mode http

bind *:7000

stats enable

stats uri /

listen primary
bind <CLUSTER_VIP>:5000
option httpchk OPTIONS /master
http-check expect status 200
default-server inter 3s fall 3 rise 2 on-marked-down shutdown-sessions
server <DB1 HOSTNAME> <DB1 IP>:5432 maxconn 100 check port 8008
server <DB2 HOSTNAME> <DB2 IP>:5432 maxconn 100 check port 8008
server <DB3 HOSTNAME> <DB3 IP>:5432 maxconn 100 check port 8008

listen standby
bind <CLUSTER_VIP>:5001
balance roundrobin
option httpchk OPTIONS /replica
http-check expect status 200
default-server inter 3s fall 3 rise 2 on-marked-down shutdown-sessions
server <DB1 HOSTNAME> <DB1 IP>:5432 maxconn 100 check port 8008
server <DB2 HOSTNAME> <DB2 IP>:5432 maxconn 100 check port 8008
server <DB3 HOSTNAME> <DB3 IP>:5432 maxconn 100 check port 8008

35. Ha kaxmom u3 y3noB «CepBepoB 0a3bl gaHHbIx» (cM. Tabmuia 1) 3amycTuTh
HAProxy:

sudo systemctl start haproxy && sudo systemctl enable haproxy

36.  CraTyc MOXHO TIPOBEPUTH MPH MOMOIINA KOMaHIbI

sudo systemctl status haproxy
Cocrosinue 10mKHO OBITH active (running)
37.  Ortpenakruposarb PostgreSQL koudurypauuto B Patroni
sudo patronictl -c /etc/patroni/config.yml edit-config
Jl06aBUTH CIIEAYIOIIYI0 KOH(PUTYpaLHIO:
loop_wait: 10
maximum_lag_on_failover: 1048576
postgresql:
parameters:
checkpoint_completion_target: 0.9
datestyle: iso, mdy
default_statistics_target: 500
effective_cache_size: 5968MB
effective_io_concurrency: 100
listen_addresses: "*'
log_line_prefix: '%m [%p] %q%u@%d '
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log_timezone: Europe/Moscow
maintenance_work_mem: 398MB
max_connections: 500
max_parallel_maintenance_workers: 2
max_parallel_workers: 4
max_parallel_workers_per_gather: 2
max_wal_size: 7957TMB
max_worker_processes: 4
min_wal_size: 1989MB
password_encryption: md5
random_page_cost: 2
shared_buffers: 1989MB
timezone: Europe/Moscow
wal_buffers: 62MB
work_mem: 20MB
use_pg_rewind: true
use_slots: true
retry_timeout: 10
ttl: 30
HJ'ISI MIPUMCHCHUA HATCPOCK IIEPEC3aIllyCTUTh KJIACTEP
sudo patronictl -c /etc/patroni/config.yml reload pg_cluster && sudo patronictl -c
[etc/patroni/config.yml restart pg_cluster
38. [TogxmrounThes Kk panee cozganubiM b/l B kimactepe mo BupryansHoMy IP ampecy
MOZKHO IIpHU TOMOIIHA CIICAYHOIINX KOMaHA
psgl -h <CLUSTER_VIP> -p 5000 quiz -d quiz
psgl -h <CLUSTER_VIP> -p 5000 sync -d sync
psgl -h <CLUSTER_VIP> -p 5000 administration -d administration
HO,Z[KJ'IIO‘IGHI/IG JOJIZKHO HpOﬁTH YCIICIIIHO
39. Taxke MOXXHO TIPOBEPUTH COCTOSIHME Kiactepa uepe3 wuHTepdeiic HAProxy
http://<CLUSTER_VIP>:7000/. Jlomxen 6b1th nocTynen 1 primary u 2 standby ysna.

Hacrpoiika cepBepa 0a3bl JaHHBIX 3aBEpILICHA.
3.3  ¥Ycranoska u Hactpoiika Docker CE

[punoxenune u vacte HHPpAcTpyKTypbl Oyayt 3amymiensl B Docker CE, mostomy Ha
«CepBepe npunoxenuit — 1», «Cepepe npuinoxeHuit — 2», «Cepepe ynpaBiIeHUs 0OUepeIsiMU —
y3en 1», «CepBepe ympaBiieHUs odepelsiMu — y3en 2», «CepBepe ynpaBieHUS O4YepelsiMU —
y3en 3», «CepBepe CHHXpOHU3auu — y3el 1», «CepBepe CHHXpOHU3aNuU — y3el 2y», «CepBepe
cuHXxpoHuzamu — y3en 3» (cm. Tabmuma 1) momwken ObiTh ycTanosiaen Docker CE u Docker-
compose.

1. B ciiyuae orcyrerBus ycraHoute Docker CE cornacHO MHCTPYKIMU € OQHIIHATBHOTO
caiita ansa  Bamelh  omepauMoHHOW — cucTeMbl, Hike  ccbuika g Ubuntu:
https://docs.docker.com/engine/install/ubuntu/

2. JloGaBbTe MOJIb30BATES, TOJT KOTOPBIM MPOMCXOUT YCTaHOBKA B rpymiy docker:

$ sudo usermod -a -G docker $USER

BeriiuTe U3 CUCTEMBI U 3aTeM CHOBa BOWTH B CHCTEMY ISl TOTO, YTOOBI aKTHBHPOBATH
NPUHAIICKHOCTD K TPYIIIIE.

3. IIpoBepbTE KOPPEKTHOCTh YCTAHOBKH 3aITyCKOM CIIEIYIOIIEH KOMAaHIbl:

docker --version

Ha skpan momkeH ObITh BBIBEJICH HOMEP YCTaHOBJICHHOW BEPCUHU

4. Cxauaiite u ycranosute docker-compose

sudo curl -L "https://github.com/docker/compose/releases/download/v2.20.2/docker-
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compose-$(uname -s)-$(uname -m)" -o /usr/local/bin/docker-compose
5. lo6aBbTe HEOOXOAMMBIE TIpaBa
sudo chmod +x /usr/local/bin/docker-compose
6. IIpoBepbTE KOPPEKTHOCTh YCTAHOBKH 3aITyCKOM CJICIYIOIIEH KOMAH/IbI:
docker-compose --version
Ha skpan nomkeH ObITh BBIBEJICH HOMEDP YCTAHOBJICHHON BEPCUHU

3.4  YcraHOBKa U HACTPOIiKa cepBepa ynpaBJieHHs odepeasiMH

B JaHHOM pas3acii€ OIMCaHbl YCIIOBUA U I[CP'ICTBI/IH, H606X0,I[I/IMBIC AJI1 YCTaHOBKH CEpPBEpa
yhnpaBieHus: ouepensiMu. Bce nelicTBUs HY)KHO IPOM3BECTH Ha KaxaoM 3 y3ioB «Cepsep
yopaBieHus ouepensmMu — y3en 1», «CepBep ympaBieHus odepensmu — y3en 2», «Cepep
yrpasieHus ouepeasmu — yzen 3 (cm. Tabnuna 1), eciiu He yKa3zaHO MHOE.

IMpunoxenne Oymer 3amymeno B Docker CE, mostomy nHa «CepBepe ympaBieHHs
ouepensiMu — y3en 1», «CepBepe ymnpaBieHus ouepemsiMu — y3en 2», «CepBepe ynpaBieHHS
ouepeasmu — y3en 3 (cm. Tabnuna 1) gomken ObiTh yeranosien Docker CE u Docker-compose.
Onucanue ycTaHOBKM OIIMCAaHO B paszzaene 3.3

1. CkonupyiiTe coiepKUMOe YCTAaHOBOYHOT'O AKCKA B MamKy /tmp/rsk

2. Co3pmaiiTe KaTaJlord, B KOTOPBIX OyayT pa3memieHbl (ailiapl cepBHCa yIpaBICHUS
oucpcasiMu

sudo mkdir /opt/rabbitmg/ && sudo chown -R $USER:$USER /opt/rabbitmg/

3. Cromupyiite ¢aitnsr docker-compose.yml u rabbitmq_delayed_message_exchange-
3.11.1.ez ¢ ycranoBo4HOTO aucka u3 nanku deploy/rabbitmq B xaranor /opt/rabbitmg/ coznanusrit
panee

4. B daiine docker-compose.yml nozacraBbre HyXHbIe 3HaueHuss <RABBIT_USER> u
<RABBIT_PASSWORD> ans goctymna K cepBepy yIpaBJIeHUs O4epeasiMU

5. Ilepeiinute B paHee co3aanHblid Katasior /opt/rabbitmq u 3anyctute kKomaHy:

docker-compose up —d

6. IlpoBephTe 1O JOraM KOHTEHHEPA, YTO €ro 3aIyCK MPOIIEIT YCIICITHO U MOJKII0YEeHUE
K Oaze JaHHBbIX ITPOHU3O0IILIO. I[J'I}I 9TOrI'O 3aIlyCTUTC KOMaHI[y:

docker logs quiz_rabbitmq

7. Ilocne ycnemHoro BeIMONHEHWs N.1 — 1.7 Ha Bcex y3lax cepBepa yIpaBlICHUs
oUcpCaAsiMU HY>KHO 06’B€HI/IHI/ITL HX B KJIIaCTEP. Ha y3J1ax JOJIPKHBI OBITE BBICTABJICHEI OANHAKOBBIC
BPEMCHHLIC 30HBI, OIIPEACIICHBI UMCHA U 110 9TUM HMMCHAM OHHU NOJIKHBI OLITH AOCTYIIHBI ApYyT
JPYTY.

8. Ckomupyiite 3HaueHune wu3 (aiina .erlang.cookie u3 konreiiHepa Ha «CepBepe
yIIpaBIeHUS odepeasiMHU — y3ell 1» B KoHTelHepsl Ha «CepBep yIpaBICHHS OU9epPEIsIMU — Y3 2%,
«CepBep yInpaBiIeHUs OUepesIMU — y3el 3»

docker exec -it quiz_rabbitmq cat /var/lib/rabbitmg/.erlang.cookie — mocmorpers
3HAYCHUC

docker exec -it quiz_rabbitmq bash — 3aiiTu BHyTph KOHTEIHEPA U OTPEIAKTHPOBATH

nano /var/lib/rabbitmg/.erlang.cookie

9. Ha «CepBep ympaBieHHs O4epeIsIMH — y3€IT 1» BBITIOTHUTE KOMaH/IbI

docker exec -it quiz_rabbitmq rabbitmqctl stop_app

docker exec -it quiz_rabbitmg rabbitmgctl join_cluster --disc rabbit@<SYNC1
HOSTNAME>

docker exec -it quiz_rabbitmq rabbitmqctl start_app

10. Ha «Cepsep ynpaBieHHs OuepesIMHA — Y3€1 2) BBIIOJIHUTE KOMaHIbI

docker exec -it quiz_rabbitmq rabbitmqctl stop_app

docker exec -it quiz_rabbitmg rabbitmqgctl join_cluster --disc rabbit@<SYNC2
HOSTNAME>

docker exec -it quiz_rabbitmg rabbitmqctl start_app
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11.  Ha «Cepsep ynpaBiaeHUs OUepeIsIMH — Y3€ 3» BBINOJIHUTE KOMaH IbI

docker exec -it quiz_rabbitmq rabbitmqctl stop_app

docker exec -it quiz_rabbitmgq rabbitmgctl join_cluster --disc rabbit@<SYNC3
HOSTNAME>

docker exec -it quiz_rabbitmq rabbitmqctl start_app

12.  IlpoBepbTe BHIUMOCTh BCEX TPEX Y3JIOB, BHIMOJIHUB KOMaH/y Ha JFOOOM M3 HHX:

docker exec -it quiz_rabbitmq rabbitmqctl cluster_status

JIOJDKHBI OBITh BUJMIMBI BCE TP y3J1a

13.  Jlo6aBbTe HEOOXOAMMBIE HACTPOUKU PEIUTMKAIMH, BBIIIOJIHUB KOMaH Ty Ha JII0O0M
U3 y3JIOB:

docker exec -it quiz_rabbitmg rabbitmgctl set_policy ha-all " '{""ha-mode":"all","ha-sync-
mode™:"automatic"}'

14. Co3paiiTe KaTajaor, B KOTOPHIX OyIyT pa3MeleHbl (aiiiibl cepBUca KIMTUPOBAHUS

sudo mkdir /opt/redis/ && sudo chown -R $USER:$USER /opt/redis/ && sudo mkdir
lopt/redis/config

15.  Ckommpyiite daitn docker-compose.yml ¢ ycTaHOBOYHOrO AMCKAa H3 IAIKH
deploy/redis B karasor /opt/redis/ co3nanubiii paHee

16.  Ha «Cepsepe ymnpaBieHus odepeasiMu — y3ei 1» ckomupyiite daiin config/redis-
master.conf ¢ ycranoBouynoro nucka u3 namnku deploy/redis B /opt/redis/config/redis.conf
CO3JIaHHBIN paHee (0OpaTUTEe BHUMAaHHE, YTO UM (aiiaa MEHIETCS)

17. Ha  «CepBepe ympaBieHuss ouepeasMu — y3en 1» B aiine
lopt/redis/config/redis.conf moxcraBbte Hyx)HOe 3HaYeHne <REDIS_PASSWORD> ms nocrymna
K CepBePY KAIIUPOBAHHS

18. Ha «CepBepe ympaBineHus ouepemsmu — y3zen 2» u «CepBepe ymnpaBlieHUS
ouepeasiMu — y3ei 3» ckonupyiite daitn config/redis-slave.conf ¢ yctaHoBouHOTr0 HCKa U3 MANKK
deploy/redis B /opt/redis/config/redis.conf cozmannbiii panee (oOparnTe BHMMAaHHE, YTO HMs
¢aiina MeHseTcs)

19. Ha «CepBepe ympaBieHus odepelsmMu — y3en 2» u «CepBepe yIpaBIeHHS
ouepensmu — y3en 3» B aitne /opt/redis/config/redis.conf mojacTaBbTe Hy)KHBIE 3HAYCHUE
<REDIS_PASSWORD> s nocryna k ceppepy kamupoBanus u <MASTER_HOST> - IP aapec
«CepBepa yrpaBIeHHs O9epesiMHI — y3eJ 1», KOTOPBIH 3apeTUCTPUPOBAH B Ka4eCTBE MacTepa

20.  Tlepeiinute B panee co3naHHblii karanor /opt/redis u 3amycTuTe KOMaHy:
docker-compose up —d
21.  TlpoeppTe MO JOTaM KOHTEHHepa, 4YTO €ro 3amyCK IPOIIeN YCICUIHO U

MOJIKJIIOUEHHE K 0a3e JaHHBIX Mpou301LI0. J{J1s 3TOro 3amycTure KOMaHay:
docker logs quiz_redis
B nore 1omxHO OBITH COOOIIEHHE, O TOM, UTO CEPBEP 3aITYILEH U HE I0JIKHO ObITh OLTMOOK.
Hactpoiika cepsepa ynpaBieHHs O4epeAsIMH 3aBEPILICHA

3.5  YcraHOoBKa U HACTPOIiKa cepBepa NPHJIOKEHHUI

B naHHOM paszjene omucaHbl YCIOBHS M JEMCTBUS, HEOOXOTUMBIE ISl YCTaHOBKHU
cepBepHoii yactu BeO-mipumoxxeHus.

[MTpunoxenue Oyner 3amymieno B Docker CE, mostomy Ha «CepBepe mpuitoxkeHuii — 1» u
«Cepaepe npunokeHuit — 2» (cm. Tabmura 1) momken OviTh yeranosien Docker CE u Docker-
compose. Onucanne yCTaHOBKH OMUCAHO B pazzene 3.3

1. CkomupyiTe COJCpKMMOE YCTaHOBOYHOrO Jucka B mamky /tmp/rsk wa «Cepsep
npuinoxkernit — 1» u «Cepsep npunnoxkennit — 2» (cm. Tabnuna 1)

2. Ha «Cepsepe npunoxenuit — 1» (cm. Tabmuria 1) co3mpaiite Katajaoru, B KOTOPHIX OyayT
pasMeleHb! Gaiibl IPUI0KEeHUs

sudo mkdir /opt/administration-service/ && sudo chown -R $USER:$USER
/opt/administration-service/ && mkdir /opt/administration-service/service
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3. Ckonmpyiite ¢aiin docker-compose.yml ¢ ycraHOBOUuHOro JAHMCKa €3 MANKH
deploy/backend B karamor /opt/administration-service/ cosmanubiii panee Ha «CepBepe
npuioxenuid — 1» (cm. Tabmura 1).

4. Ckomupyiite ¢aiin administration-service.jar ¢ ycTaHOBOYHOIO AMCKAa M3 IalKH
dist/backend B karamor /opt/administration-service/service co3manubiii panee Ha «CepBepe
npuiaoxenuii — 1» (cm. Tabmura 1).

5. Ha «Cepsepe npunoxkenuit — 1» (cm. Tabnuma 1) mepeliaure B paHee CO3IaHHBIN
karasior /opt/administration-service u 3anmycTuTe KOMaHIy:

docker-compose up —d

6. IlpoBephTe 1O JOraM KOHTEHHEPA, YTO €ro 3aIycK MPOIIEIT YCICITHO U MOIKII0YCHUE
K 0a3e JJaHHBIX MPOU30LLIO0. J[JIs ATOT0 3aIyCTHTE KOMaHTy:

docker logs administration-service

7. Ha «Cepsepe npuioxenuii — 2» (cm. Tabnuna 1) co3naiite kataioru, B KOTOPBIX OyIyT
pa3MeneHb! Gaiiibl IPUI0KESHUS

8. sudo mkdir /opt/quiz-service/ && sudo chown -R $USER:$USER /opt/quiz-service/ &&
mkdir /opt/quiz-service/service

9. Ckonmpyiite ¢aiin docker-compose.yml ¢ ycraHOBOYHOrOo JAWCKa U3 IAlK{
deploy/backend B xatasnor /opt/quiz-service/ co3manmbiii panee Ha «CepBepe MPHIOKEHUN — 2)
(cm. Tabmuma 1).

10.  CkommpyiiTe daiin quiz-service.jar ¢ ycranoBogHoro aucka u3 nanku dist/backend
B Katanor /opt/quiz -service/service co3nmanublii panee Ha «CepBepe MpHIIOKEHUN — 2» (cM.
Tabmuna 1).

11.  Ha «Cepsepe npunoxenuii — 2» (cm. Tabnuna 1) nepeliaure B paHee Co3aaHHbIH
kaTajor /opt/quiz-service u 3amycTuTe KOMaHy:

docker-compose up —d

12.  TIlpoBepbTe 1O JIoraM KOHTEWHEpa, YTO €ro 3alyCcK MpOIIeNT YCHEIIHO |
HOJKJIFOYCHUE K 0a3e JaHHBIX MPOU30LLIO0. J{JIs 3TOro 3amycTUTe KOMaH.Iy:

docker logs quiz-service

Ecau ommbok HET, TO HaCTpOWKa CEPBEPOB MPUIIOKEHUN 3aBEpIICHA.

3.6  YcraHOBKa M HACTPOIiKa cepBepa CHHXPOHHU3AL UM

B nmanHOM pasjene ONUCAaHBI YCIOBHS W JICHCTBUS, HEOOXOJMMBIC ISl YCTAaHOBKH
cepBepHOM wyacTH BeO-mpuinoxxeHus, oOecreynBaroUlell CHHXPOHH3ALUIO C MOOWJIBHBIMU
YCTPOMCTBAMM.

[Tpunoxenue Oyner 3amymeHo B Docker CE, mostomy Ha «CepBepe CHHXpOHH3ALUH
(cm. Tabauma 1) nomken 6wiTh yeranosiien Docker CE u Docker-compose. Omnucanne ycTaHOBKH
NpUBEJEHO B pazzene 3.3.

1. CkomupyiTe COJCpKUMOE YCTaHOBOYHOTO Jucka B mamky /tmp/rsk wa «Cepsep
cuaxponuzanun» (cMm. Tabnuia 1)

2. Ha «CepBepe cunxponuzanuun» (cM. Tadbmuima 1) co3naiite karanoru, B KOTOPbIX OyIyT
pa3MerieHb! paiiibl MPHUI0KEHHS

sudo mkdir /opt/synchronization-service/ && sudo chown -R $USER:$USER
/opt/synchronization-service/ && mkdir /opt/synchronization-service/config

3. Ckonmpyiite ¢aiin docker-compose.yml ¢ ycraHOBOYHOro JAWcCKa €3 IAlK{
deploy/mobile-sync B karanor /opt/synchronization-service/ cozmanubiii panee Ha «CepBepe
cuaxponuzamm» (cM. Tabnuma 1).

4. Cxommpyiite ¢aiin application-template.yml ¢ ycranoBoyHoro smcka u3 manku
config/mobile-sync B xaramor /opt/synchronization-service/config/ co3manublii paHee Ha
«Cepsepe cuaxponusarmmny» (cMm. Tabmuima 1), u nepeumenyiite daiin B application.yml.

5. Orpenaktupyiite  ¢aiin  /opt/synchronization-service/config/application.yml B
COOTBETCTBUH C OKPY)KEHUEM, BHECHTE CIIETyIOLIHE JTaHHbIC:
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<POSTGRESQL HOST> —anpec CepBepa 6a3bl JaHHBIX — CIIEIYET YKa3aTh BUPTYaIbHbBII
IP agpec kmactepa - <CLUSTER_VIP> (cMm. pasaen 3.2)

<POSTGRESQL PORT> — nopt CepBepa 0a3bl naHHbIX (cM. pazaen 3.2)

<POSTGRESQL_USERNAME> — mnonp3oBareiab, CO3MaHHBIA I CHHXPOHHU3AIUH,
00b14HO SYNC (cM. pa3zaen 3.2)

<POSTGRESQL PASSWORD> - mnapons 10Jb30BaTeNsl, CO3JAHHOTO  JUJIS
cuHXpoHu3aimu (cM. pasmern 3.2)

<RABBITMQ HOST> — angpec Cepsepa ynpaBieHUs O4YepeIsIMH — cileayeT ykazarh IP
Bcex y3noB B ¢opmare <RABBITMQ1 IP>:5672,<RABBITMQ2 IP>:5672,<RABBITMQ3
IP>:5672 (cm. pa3gen 3.4)

<RABBITMQ PASSWORD> — napons nons3oBaresnst CepBepa ynpaBiIeHUsT O4epeIsiMU
(cm. pasmen 3.4 YcraHoBKa M HACTPOIKa cepBepa yIpaBICHHS OU4ePeIIMH)

<ADMINISTRATION HOST> — IP aapec Cepsepa mpuioxenunii — 1 (cm. pazaen 3.5)

6. Ha «CepBepe cunxponusauun» (cMm. Tabmmma 1) mepeiinute B paHee CO3MaHHBIN
katajor /opt/synchronization-service u 3amycTure KOMaH1y:

docker-compose up —d

7. TlpoBepwTe 10 JIOTaM KOHTEWHEpA, YTO €ro 3aIyCK MPOIIEN YCIEIIHO U MOJKITIOUYCHUE
K 0a3e JaHHBIX Tpou301LI10. J{JIs 3TOro 3amycTuTe KOMaHy:

docker logs synchronization-service

Ecnu ommbok HeT, TO HaCTpoliKa cepBepa CHHXPOHU3AIUH 3aBEPIIICHA.

3.7 YcraHoBKa U HACTPONKA cepBepa HHTep(eiicoB ynpaB/IeHUs

B naHHOM paszjene ONUCAHBI YCIOBHS M JCHCTBUS, HEOOXOIUMBIC JUISI YCTaHOBKHU
uHTepdelicHoi yactu Bed-npunoxenus.

[Tpunoxenne Oyner 3amymeHo B Docker CE, nosromy Ha «CepBepe yrpaBieHHs
ouepemsimu — y3en 1», «CepBepe ympaBieHus ouepemsiMu — y3en 2», «CepBepe ynpaBieHHS
ouepensamu — y3en 3 (cMm. Tabmwuma 1) gommken 6biTh yeranosieH Docker CE u Docker-compose.
Omnwucanue ycTaHOBKHM OMKMCAHO B pazzene 3.3:

1. Cosznaiite katamoru Ha «CepBepe uHTepdeiicoB ympasieHus» (cm. Tabmuma 1) B
KOTOPBIX OYAYT pa3MerieHbl (paiiibl MPUIOKCHUS

sudo mkdir /opt/nginx/ && sudo chown -R $USER:$USER /opt/nginx

sudo mkdir /opt/quiz-front && sudo chown -R $USER:$USER /opt/quiz-front

sudo mkdir /opt/admin-front && sudo chown -R $USER:$USER /opt/admin-front

sudo mkdir /opt/quiz-employee-front && sudo chown -R $USER:$USER /opt/quiz-
employee-front

sudo mkdir /opt/m-quiz-employee-front && sudo chown -R $USER:$USER /opt/m-quiz-
employee-front

2. Cxonmpyiite ¢aiin  docker-compose.yml ¢ ycraHOBOYHOrOo JAWCKa W3 MAlKH
deploy/frontend B katanor /opt/nginx/ co3nanuslii panee Ha «CepBepe nHTEP(HEHCOB yIpaBICHUs
(cm. Tabmuma 1).

3. Cozmaiite mupektoputo /opt/nginx/config/conf.d/ wa «CepBepe wunHTEpdeiicoB
ynpasienus» (cM. Tabnuna 1) u ckonupyiite B Hee Bce Baiiiibl ¢ yCTAHOBOYHOTO IUCKA U3 MTAITKU
config/frontend. OOpatute BHHMaHue, 4YTO HyKHO 3ameHHTh 3HaueHuss <FRONTEND1
HOSTNAME>, <FRONTEND2 HOSTNAME>, <FRONTEND3 HOSTNAME>,
<FRONTEND4 HOSTNAME>, <BACKEND1 IP>, <BACKEND?2 IP> u <BACKEND3 IP>
B COOTBETCTBHUH C OKPY)KEHHEM:

<FRONTEND1 HOSTNAME> - nomennoe nms «CepBepa HHTEp(EHCOB yIPaBICHU»
(cm. Tabnuma 1) g Cucremsr «PaboTa ¢ mepcoHamom» (TIpeABapUTEILHO, €CITH €I HE CAEIaHo,
B DNS gomxkna ObITh co3aaHa 3amuch Tuna A cooTHOcsIIas fomernHoe ums u IP agpec «Cepsepa
uHtepdeiico ynpasnenus» (cm. Tabmuia 1)).
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<FRONTEND2 HOSTNAME> - nomennoe nums «CepBepa HHTEp(EHCOB yIPaBICHUS»
(cm. Tabmuna 1) g Cucremsl "PaboTa ¢ mepconanom. AaMuHucTpupoBanue” (IpeaBapUTEIbHO,
eci ele He caenano, B DNS gomkaa OBITE co34aHa 3alIiCh THIIA A COOTHOCSINAS JOMEHHOE UM
u IP agpec «CepBepa unrepdeiico ymnpasineaus» (cMm. Tabmuma 1)).

<FRONTEND3 HOSTNAME> - nomennoe nms «CepBepa HHTEp(EHCOB yIPABICHUS
(cm. Tabmuna 1) g Cucremsl "Padota ¢ nepconanom. JIK corpyanuka.” (peaBapuTeabHO, eCliid
eme He caenano, B DNS porpxHa ObITE cO3IaHa 3auch THIIA A COOTHOCIINAA JOMEHHOE UM U |P
anpec «Cepsepa unrepdeiicor ynpasnerus» (cm. Tabmuia 1)).

<FRONTEND4 HOSTNAME> - nomennoe ums «CepBepa HHTEp(EHCOB yIPABICHUS»
(cm. Tabmuna 1) mis Cucremsr "Pabora ¢ nepconanom. JIK corpyaauka. MobusabpHas Bepcus”
(mpenBaputTenbHO, ecnu eme He caenaHo, B DNS pomkna ObITh cozmana 3amuch Tuma A
cooTHocsmas goMenHoe uMs u IP agpec «CepBepa unrepdeiicos ynpasienus» (cMm. Tabmuia 1)).

<BACKEND1 IP> IP-aagpec «Cepepa npunoxenuii — 1» (cm. Tabnuma 1)

<BACKEND?2 IP> IP-aapec «Cepsepa npunokeruii — 2» (cm. Tabnura 1)

<BACKEND3 IP> IP-aagpec «Cepsepa cunxponusaiumn» (cm. Tadmuma 1)

4. CkomupyiiTe COACPKUMOE YCTAaHOBOYHOIO KMCKa B mamky /tmp/quiz Ha «CepBepe
unrepdeiicor ynpasnenus» (cm. Tabmuua 1) u pacnakyiite mpu MOMOIIH CIICAYIOIICH KOMaH/IbI:

unzip /tmp/quiz/dist/frontend/employee-quiz.zip -d /opt/quiz-employee-front

unzip /tmp/quiz/dist/frontend/m-employee-quiz.zip-d /opt/m-quiz-employee-front

unzip /tmp/quiz/dist/frontend/quiz.zip -d /opt/quiz-front

unzip /tmp/quiz/dist/frontend/admin.zip -d /opt/quiz-admin

5. Ha «Cepsepe untepdeiicoB ynpapienus» (cMm. Tabnuiia 1) CKOMUPYIHTE BHIMTYIICHHBIC
SSL ceprudukars ¢ kimoyamu B KaTtanor /opt/nginx/config/ssl. Hactpoliku myrteit 3agarorcs B
KOH(UTYpallMOHHBIX (ailiax, OTKONUPOBAHHBIX B I1.3

6. Ha «Cepsepe wunrepdeiicoB ympasieHusi» (cm. Tabmuna 1) mepeiiaute B panee
CO3JIaHHBIN KaTaior /opt/nginx/ u 3anmycTute KOMaHIy:

docker-compose up —d

7. TIpoBepbTe 10 JToraM KoHTelHepa NginX, 4to ero 3amyck mpoiien ycnemHo. J{jis storo
3aIyCTUTE KOMaH/Y:

docker logs nginx

Ecam ommbox HeT, TO HacTpoiika cepBepa UHTEP(DEMCOB yIIpaBiICHUS 3aBEPIIICHA.

3.8  YcraHoBKa M HACTPOIiKa cepBepa XpaHeHHs

B JaHHOM pa3acii€ OIMCaHbl YCIIOBUSA U I[GP'ICTBPISI, H€06XOI[I/IMBI€ AJI1 YCTAaHOBKHU CEpBECpa
XpaHeHus. Bee nelicTBUs HY)KHO NPOU3BECTH HA KAXKIOM U3 y3510B «CepBep XpaHeHus — y3en 1»,
«CepBep xpaHeHus — yzen 2», «Cepsep xpanenus — y3en 3 (cm. Tabnuna 1), eciu He yKa3aHO
nHoe. Ha Bcex y3J1ax JOJIZKHBI OBITH BLEICTABIIEHBI OIMHAKOBBIC BDEMCHHBLIC 30HBI U BPEMS TOJIZKHO
OBITH CUHXPOHU3HPOBAHO.

1. Ha kaxxmom y3ie co3aath karaior /glusterfs/quiz:

sudo mkdir /glusterfs/quiz

2. Ha kaxxaoM y3ie BbIMONHUTE ycTaHOBKY GlusterFS u aktuBupoBaTh cepsep.

sudo apt-get install software-properties-common

sudo add-apt-repository -y ppa:gluster/glusterfs-7

sudo apt-get update

sudo apt-get install -y glusterfs-server

sudo systemctl enable glusterd

3. I[J'I}I Il06aBJ'IeHI/I${ Y3JI0B B IIYJI Y3JIOB HeO6XOI[I/IMO Ha JIO00M U3 Y3JI0B BBIIIOJTHUTH
KOMaH[Iy:

sudo gluster peer probe <STORAGEL1 IP>

sudo gluster peer probe <STORAGE?2 IP>

sudo gluster peer probe <STORAGE3 IP>
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rnie <STORAGE1l IP> <STORAGE2 IP> <STORAGE3 IP> - IP angpec
cooTBeTcTBYMOMIETO y3i1a «CepBepa xpaneHus (cm. Tabmwma 1)

4. TTocMoTpeTh N0OaBICHHBIE B ITYJT Y371l MOKHO KOMaHIOM:

sudo gluster pool list

Bb1BoI TOMKEH OBITH TPUMEPHO TAKOM:

UulIbD Hostname State

c4beb94d-aca6-4a45-9d44-398e26fcbal7 <STORAGE2 IP>  Connected

15e41d8c-d1d1-4329-9e48-997760816ff5 <STORAGE3 IP>  Connected

e8b71129-6d7c-4bd5-b032-198bce08915e localhost Connected

5. Co3naTh TOM JIJIsi XpaHEHUSI TAHHBIX .

sudo gluster volume create quiz replica 3 server{1,2,3}.private:/glusterfs/quiz force

6. Y6C,I[I/ITBC}I B TOM, YTO TOM CO31daH MOXHO C IIOMOIIIBIO KOMaH/bI:

sudo gluster volume list

BriBo 1omKeH OBITh Takol (MM OBLIO 3a7aHO B 11.5):

quiz

7. I[J'ISI dKTHUBallMu TOMa €ro HeO6XOI[I/IMO 3aIllyCTUTD:

sudo gluster volume start quiz

8. TenepL MOHO 3aIIpOCUTb COCTOSHHUC TOMA.

sudo gluster volume status quiz

BriBo 10KEH OBITH TPUMEPHO TAKOM:

Status of volume: quiz

Gluster process TCP Port RDMA Port Online Pid

Brick <STORAGE 1 IP>:/glusterfs/quiz 49152 0 Y 1747

Brick <STORAGE2 IP>:/glusterfs/quiz 49152 0 Y 1122

Brick <STORAGES3 IP>:/glusterfs/quiz 49152 0 Y 12872

Self-heal Daemon on localhost N/A N/A Y 1758
Self-heal Daemon on <STORAGE?2 IP> N/A N/A Y 1137
Self-heal Daemon on <STORAGES3 IP> N/A N/A Y 14948

Task Status of Volume quiz

There are no active volume tasks

9. Nudopmanuio o ToMe MOXKHO TIOCMOTPETH CIIEAYIOIIe KOMaH OM:
sudo gluster volume info quiz

BriBo 10KEeH OBITH TPUMEPHO TAKOM:
Volume Name: quiz

Type: Replicate

Volume ID: 28c0Ocafa-0ba5-43c8-8b24-45527bbd3530
Status: Started

Snapshot Count: 0

Number of Bricks: 1 x 3 =3
Transport-type: tcp

Bricks:

Brickl: <STORAGEL1L IP>:/glusterfs/quiz
Brick2: <STORAGE2 IP>:/glusterfs/quiz
Brick3: <STORAGE3 IP>:/glusterfs/quiz
Options Reconfigured:
transport.address-family: inet
storage.fips-mode-rchecksum: on
nfs.disable: on
performance.client-io-threads: off
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10. Teneps Ha cepBepax «CepBep cuHxpoHH3auuu» U «CepBep MPUIOKEHHH 2)» (CM.
Tabnuna 1) He0OXOMMO YCTAaHOBUTH KIIMEHTCKYIO yacTh GlusterFS. s storo kaxxaom cepsepe
co3zaTh Karajor /storage:

sudo mkdir /storage

11.  Ha xaxnom cepBepe «CepBep cunxpoHu3auun» u «CepBep MpuiIoKeHuid 2» (cM.
Tabnuna 1) Beinoaauth yctanoBKy GlusterFS knnenTa:

sudo apt-get install software-properties-common

sudo add-apt-repository -y ppa:gluster/glusterfs-7

sudo apt-get update

sudo apt-get install -y glusterfs-client

12. CMOHTHPOBaTh PEIUIULMPYEMBIN TOM

sudo mount -t glusterfs <STORAGE1 IP><STORAGE2 IP><STORAGE3 IP>:quiz
/storage

rie <STORAGE1l IP>, <STORAGE2 IP> <STORAGE3 IP> - IP angpec
cooTBeTcTBYMOMIETO y3ia «CepBepa xpaneHust (cm. Tabmiuia 1)

13.  IlpoBeputhb MAOCTYIHOCTH CMOHTHPOBAHHOIO KaTajlora Ha KaXXIOM CepBepe
«Cepsep cunxponusaun» u «Ceppep npuiokenuii 2» (cm. Tadmuma 1)

Is —al /storage

Karanor nomkeH ObITh AOCTYIEH W NpU CO3MaHHU (HAHIOB HA OJHOM U3 CEPBEPOB, OHU
JOJIKHBI OBITH JIOCTYITHBI U HA APYTOM.

Hacrpolika cepBepa xpaHEeHUS 3aBEpLICHA.

3.9  ¥YcraHoBKa M HACTPOIiKa cepBepa MOHUTOPHHTA

B AaHHOM pas3acjic OIMCaHbl YCIIOBUA U IICfICTBPI?[, HGO6XOILI/IMBIG AJi1 YCTAaHOBKH CEpPBCpPa
MOHHUTOPHHTA.

CepBucel Monutopunra Oynyr 3amymeHo B Docker CE, mostomy Ha «Cepsepe
mouutoputray (cMm. Tabmuma 1) nomken OwbiTh yctanoBien Docker CE u Docker-compose.
Onucanue yCTaHOBKH OITUCAHO B pazzaene 3.3.

1. Coznars karanor Ha «CepBepe MouuTopuHra» (cM. Tabmwuia 1), B KOTOpOM OyayT
pa3menieHsl (Haisibl MOHUTOPUHTA

sudo mkdir /opt/monitoring/ && sudo chown -R $USER:$USER /opt/monitoring

2. OtkonupoBaTh Bce (ailibel W TaNmKd C yCTAHOBOYHOTO JIMCKAa W3 TAIK{
deploy/monitoring B karanor /opt/monitoring/ co3manusiii panee Ha «CepBepe MOHHTOPHHTA»
(cm. Tabmuma 1).

3. Ha «CepBepe monutopunra» (cM. Tabsiumna 1) mepeiiTu B paHee CO3AaHHBIN KaTajor
/opt/monitoring/ u 3amycTuTh KOMaHIY:

docker-compose up —d

4. TlpoBepuTh TO JOraM KOHTEWHEPOB, YTO 3aIlyCK mpomen ycremHo. /i storo
3aIyCTUTh KOMaH/IbI:

docker logs grafana

docker logs loki

docker logs blackboxexporter

docker logs cadvisor

docker logs nodeexporter

docker logs prometheus

docker logs alertmanager

5. lnsa cOopa IOToB ¢ MPUIOKEHU Ha KakI0M U3 cepBepoB «CepBep CUHXPOHU3ALUNY,
«Cepsep mpwioxkennii 1» u «Ceppep npwioxkenuid 2» (cMm. Tabmmma 1) co3mate karajior, B
KOTOpPOM OyayT pa3MenieHsl (ailipl MOHUTOPUHTA

sudo mkdir /opt/monitoring/ && sudo chown -R $USER:$USER /opt/monitoring
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6. OTkonupoBaTh Bce (ailiibl U MANKH C YCTAaHOBOYHOTO JucKa u3 manku deploy/promtail
B Kartasior /opt/monitoring/ co3ganHbIi paHee Ha KakI0M U3 cepBepoB «CepBep CHHXPOHHU3AIAN»,
«Cepsep npunoxennii 1» u «Cepsep npuioxenuii 2» (cM. Tabmuia 1).

7. Ha xaxmom u3 cepBepoB «CepBep cHHXpoHM3anuny», «CepBep mpuioxeHud 1» u
«Cepsep npuinoxxenuii 2» (cm. Tabnuna 1) mepeliTi B paHee co3aHHbIN Kataor /opt/monitoring/
U 3aIlyCTUTh KOMaHAY:

docker-compose up —d

8. IlpoBepuTh MmO JIOraM KOHTEHHEPOB, YTO 3alyCK IMpolien ycrnemHo. J[ias 3toro
3aIyCTUTh KOMaH]TY:

docker logs promtail

Ecnu ommbok HeT, TO HaCTpoliKa cepBepa MOHUTOPUHTA 3aBEPIICHA.

4. IIpoBepka HACTPONKH NPUJIOKEHH ST

BBectu B agpecHoii cTpoke BeO-Opay3epa aapec CHCTEMBI:

https://<FRONTEND1 HOSTNAME>

https://<FRONTEND2 HOSTNAME>

https://<FRONTEND3 HOSTNAME>

https://<FRONTEND4 HOSTNAME>

<FRONTEND1 HOSTNAME>, <FRONTEND2 HOSTNAME>, <FRONTEND3
HOSTNAME>, <FRONTEND4 HOSTNAME> - nomeHHOe uMs cepBepa yIpaBICHHS
uHTEp(EHCOB 11 COOTBETCTBYIOIICH MOJICHCTEMbI, paHee MPONMUCcaHHOe B HacTpoiikax Nginx.
Jlnst MOOMIIBHOM BEpCHU MPOBEPKA J0JKHA OCYIIECTBISATHCS C MOOMIBHOTO YCTPOMCTBA.

[Ipu ycrienHOM BBIIOJHEHUM YCTAHOBKH JIOJDKEH 0TOOpasuThbes mHTEepdeiic CucremMbl
Pab6ora c Ilepconanom.
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